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Abstract

Recognition of human motion provides hints to under-
stand human activities and gives opportunities to the devel-
opment of a new human-computer interaction (HCI) inter-
face. Hidden Markov Models (HMMs) are used for visual
recognition of complex, structured hand gestures such as
the ones found in a sign language, since they have proved
their success in recognizing speech and handwriting. In this
paper, we introduce a hand gesture recognition system to
recognize gestures in real-time. Hand tracking is performed
in two different ways. The first method is based on color
segmentation and blob generation over the hand region, and
the second method uses block matching and particle filter-
ing algorithms to detect the moving hand which makes the
system totally color and illumination independent. In both
methods, extracted information is used as the input to the
HMM based gesture recognizer.

1. Introduction

Recognition and interpretation of human motion has be-
come one of the most attractive topics in computer vision
and pattern recognition because of its wide application pos-
sibilities. Being able to interpret the motion in a scene ob-
tained from a camera makes vision-based human-computer
interaction possible in a more natural way. In this paper, a
system which uses a color camera for tracking hands in real
time and interpreting American Sign Language (ASL) by
using Hidden Markov Models (HMMs) is described.

Sign language recognition is a multidisciplinary research
area involving pattern recognition, computer vision, natural
language processing and psychology, and a comprehensive
problem because of the complexity of the visual analysis
of hand gestures. Although they are well-structured lan-
guages with a phonology, morphology, syntax and gram-
mar, the linguistic characteristics of sign languages are dif-
ferent than that of spoken languages due to the existence of
several components affecting the context such as the use of
facial expressions and head movements in addition to the

hand movements. However, the movements of the body
parts other than the hands are not used to aid the recognition
task addressed here. Also, studies have shown that recog-
nition of a sign does not require a very complex model of
the hand shape [4, 6]; therefore, our system produces only
a coarse description of hand shape and trajectory during the
tracking process and feeds the HMM with this information
for recognition of the signed words.

The overall goal of this work is to make it possible for
a computer to interact with a human via visual perception
in real time by recognizing the observed motions with a
low error rate. The rest of this paper is organized as fol-
lows. Section 2 gives background information about Hid-
den Markov Models, Block Matching algorithm, and parti-
cle filtering. Previous work on gesture recognition is pro-
vided in Section 3. General architecture of the overall sys-
tem and details of each sub-system are explained Section
4. Section 5 provides information about experiments and
obtained results. The last section summarizes the work
and gives information about possible extensions and future
work.

2. Background

This section provides some background information on
Hidden Markov Models, Block Matching algorithm, and
particle filtering.

2.1. Hidden Markov Models

If, given all present and past events, the conditional prob-
ability density of the current event in a time domain process
depends only on the most recentk events, then this pro-
cess is said to have Markov property. Herek is the constant
that determines the order of the Markov process; that is, if
k = 1, it means that the process is a first order process in
which the current event depends only on the most recent
past event.

The three key problems in HMM use can be listed as
evaluation, estimation, and decoding. Given an observation
sequence and a model, evaluation is calculating the prob-



ability that the observed sequence was generated by the
model (Pr(O|λ)). Recognition is performed by choosing
the model with the highest probability after evaluating the
probability value for all competing models.

Although there are a number of different ways to cal-
culatePr(O|λ), the nave way of doing that is to sum the
probability over all possible state sequences in a model for
the given observation sequence:

Pr(O|λ) =
∑
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bst
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Being an exponential computation, this method is
inefficient although it is easy to implement. In order to
increase the efficiency, the forward-backward algorithm
can be used. Basically, the algorithm defines a forward
variable α, and uses it to generatePr(O|λ), where π
are the initial state probabilities,a are the state transition
probabilities, andb are the output probabilities.

• α1(i) = πibi(O1), for all statesi (if i ∈ SI , πi = 1

nI

;
otherwiseπi = 0

• Calculatingα() along the time axis, fort = 2, ..., T ,
and all statesj, compute

αt(j) = [
∑

i

αt−1(i)aij ]bj(Ot) (2)

• Final probability is given by

Pr(O|λ) =
∑

i∈SF

αT (i) (3)

In summary, the first step is for initializing the forward
variable with the initial probability for all states, and the
second step carries the forward variable forwards through
time inductively. The final step gives the desired value of
Pr(O|λ).

The second problem in HMM use, the estimation prob-
lem, tries to adjustλ to maximizePr(O|λ) given an obser-
vation sequenceO. Since the forward-backward algorithm
already evaluates this probability, the only remaining task is
to find a method to improve the initial model.

The evaluation and the estimation processes are suf-
ficient for developing a HMM based system. However,
Viterbi algorithm, which is a solution for the decoding
problem, provides a quick means of evaluating a set of
HMMs. The primary goal of decoding is to recover the
state sequence given an observation sequence. It is very
similar to forward-backward algorithm; in fact, it can be

considered as a special form of the forward-backward
algorithm where only the maximum path at each time step
is taken instead of all possible paths. This, in turn, reduces
computational load and allows the recovery of the most
likely state sequence. Viterbi algorithm can be summarized
as follows:

• Initialization. For all statesi, δ1(i) = πibi(O1);
ψi(i) = 0

• Recursion. Fromt = 2 to T and for all states
j, δt(j) = Maxi[δt−1(i)aij ]bj(Ot); ψt(j) =
argmaxi[δt−1(i)aij ]

• Termination. P = Maxs∈SF
[δT (s)]; sT =

argmaxs∈SF
[δT (s)]

• Recovering the state sequence. Fromt = T − 1 to 1,
st = ψt+1(st+1)

Viterbi algorithm is used for evaluation at recognition
time in many HMM system implementations. Although the
resultant scores are only an approximation since this algo-
rithm only guarantees the maximum ofPr(O,S|λ) over all
state sequencesS instead of the sum over all possible state
sequences, [5] shows that it is sufficient most of the time.

Information on Hidden Markov Models have been com-
piled from the literature of much more detailed work on that
technology [2, 3, 5, 8]. Much broader discussion on the
subject can be found in [3, 7].

2.2. Block Matching Algorithm

The block matching algorithm is a standard technique
for encoding motion in video sequences [14]. It aims at
detecting the motion between two images in a block-wise
sense. The blocks are usually defined by dividing the image
frame into non-overlapping square parts. Each block from
the current frame is matched into a block in the destination
frame by shifting the current block over a predefined neigh-
borhood of pixels in the destination frame. At each shift,
the sum of the distances between the gray values of the two
blocks is computed. The shift which gives the smallest total
distance is considered the best match.

In the ideal case, two matching blocks have their cor-
responding pixels exactly equal. This is rarely true be-
cause moving objects change their shape in respect to the
observer’s point of view, the light reflected from objects’
surface also changes, and finally in the real world there is
always noise. Furthermore, from semantic point view, in
scenes containing motion there are occlusions among the
objects, as well as disappearing of objects and appearing
of new ones. Despite the problems of pixel by pixel cor-
respondence, it is fast to compute and is used extensively



for finding matching regions. Some of the most often used
matching criteria based on pixel differencing are mean ab-
solute distance (MAD), mean squared distance (MSD), and
normalized cross-correlation (NCC) [15].

Choosing the right block size is not a trivial task. In gen-
eral, bigger blocks are less sensitive to noise, while smaller
blocks produce better contours. Certainly, the leading fac-
tor for choosing the block size is the size of the objects that
need to be tracked. The size of the search region is impor-
tant for finding the right match. Unfortunately the compu-
tational load grows fast (as a power of two) with the growth
of the search area.

2.3. Particle Filtering

A particle filter is a sequential Monte Carlo algorithm,
i.e. a sampling method for approximating a distribution
that makes use of its temporal structure. The main objec-
tive of particle filtering is to “track” a variable of interest as
it evolves over time, typically with non-Gaussian and poten-
tially multi-model pdf. A series of actions are taken, each
one modifying the state of the variable of interest according
to some model. Moreover at certain times an observation
arrives that constrains the state of the variable of interest at
that time.

Multiple copies (particles) of the variable of interest are
used, each one associated with a weight that signifies the
quality of that specific particle. An estimate of the variable
of interest is obtained by the weighted sum of all the parti-
cles. The particle filter algorithm is recursive in nature and
operates in two phases:predictionandupdate. After each
action, each particle is modified according to the existing
model (predictionstage), including the addition of random
noise in order to simulate the effect of noise on the vari-
able of interest. Then, each particle’s weight is re-evaluated
based on the latest sensory information available (update
stage). At times the particles with (infinitesimally) small
weights are eliminated, a process called resampling [16].

3. Related Work

Sign language recognition requires both hand trajectory
and hand posture (position, orientation, angles of the articu-
lations) information. In order to solve the hand trajectory
recognition problem, Hidden Markov Models have been
used extensively for the last decade. Starner and Pentland
implemented one of the earliest dynamic gesture recogni-
tion systems, where they used HMM to recognize American
Sign Language using a single camera [1]. The vocabulary
contains 40 signs and the sentence structure to be recog-
nized was constrained to personal pronoun, verb, noun, and
adjective. Lee and Kim [11] propose a method for online
gesture spotting using HMMs. In 1997, Vogler and Metaxas
[12] proposed a system for both isolated and continuous

ASL recognition sentences with a 53-sign vocabulary. In
a later study [13] the same authors attacked the scalability
problem and proposed a method for the parallel modeling
of the phonemes within an HMM framework.

Researches mentioned above are relatively new since the
attempts at machine sign language recognition have be-
gun to appear in the literature in the early 90’s. Tamura
and Kawasaki developed an image processing system which
recognizes 20 Japanese signs based on matchingcheremes
(means “hand” in Greek) [9]. Takahashi and Kishino
demonstrate a user dependent dataglove-based system that
recognizes 34 of the 46 Japanese kana alphabet gestures us-
ing joint angle and hand orientation coding technique [10].

4. System Description

Detecting the hand in the image is the very first step in
order to recognize even the simplest hand gesture. Detec-
tion of the hand in natural environments by using only the
skin color information is a challenging and complex task.
In the literature, two methods are widely used in order
to make the detection problem easier; first one is to use
special markers on the hand and fingers, and the second one
is to restrict the environment to be able to detect the hand
without the need for markers. Once the hand is detected,
the system must be able to differentiate between gestures
(which are defined by the gesture classes in the training set)
and non gestures (either unintentional movements of the
hand or gestures that are not in the training set) based on
the information passed to the recognizer. This is especially
essential for continuous recognition of hand gestures. A
general framework of the system is given in Figure1

Figure 1. General architecture of the hand gesture recognition sys-
tem

We used OpenCV and SharperCV, which is a Microsoft
.NET wrapper for OpenCV, for image processing purposes,
and Georgia Tech Gesture Toolkit (GT2k) for generation,
training, and manipulation of HMMs. GT2k is a toolkit
which leverages Cambridge University’s speech recognition
toolkit, HTK, to provide tools that support gesture recog-
nition research. The entire system is developed by using
Microsoft Visual Studio .NET 2003.

4.1. Hand Tracking

Although Hidden Markov Models are proven to be suc-
cessful in gesture recognition applications, this success



highly relies on the quality of the input sequence. Measure-
ment errors or noise in input sequences negatively affect
both the training and recognition phases. In hand gesture
recognition problem, the desired situation is recognitionand
tracking of the hand without using any extra object such as
markers. There are some works in the literature on recogni-
tion of human skin and tracking it but nearly all of them re-
lies on strict assumptions like fixed background with a color
that in contrast to skin color. Even with these strict assump-
tions, proposed works suffer from hand-hand and hand-face
ambiguities. If we relax the fixed background assumption,
a third ambiguity source is mixing a hand with other peo-
ple wandering around or objects with similar colors. Us-
ing sharply colored markers highly solves this problem and
moreover it allows using two hands with different markers
at the same time which is one of the base requirements of
recognizing sign languages.

Two different methods are used for tracking the hands.
First method is a colored-marker based approach. Second
one is a powerful technique which uses hand movement as a
cue for detection and applies particle filtering for stabilizing
the result. This approach provides color and illumination
independent recognition.

4.1.1 Colored Marker-Based Tracking

Using colored markers partially solves the skin ambiguity
problem but the effect of environmental lighting conditions
still causes trouble, especially in places receiving natural
light. Even most robust segmentation algorithms fail when
sun rises or falls. We will propose some methods that might
overcome this reliability problem in discussions section.

For the sake of simplicity, we have used colored gloves
as markers. In an offline process, pictures of markers are
taken under a certain lighting condition and the mean red,
green and blue values of pixels in the marker region are cal-
culated for each marker color. During the execution, the
following algorithm runs whenever a frame is grabbed:

• if a bounding box is calculated for a marker in previous
frames,

search a window having a size of the bounding
box enlarged by a constant value to the four directions
with the a priori known bounding box in center for
each known bounding box.

• For each pixel being searched,

calculate the sum of absolute differences among
red, green and blue channels of the pixel and known
mean values of red, green and blue of each marker.

find the closest marker color

if the difference is below some certain threshold,
assign the pixel to that color. Otherwise, skip the pixel

if assignment is done, use the pixel coordinates in
calculation of centroid of the hand.

• if total number of pixels assigned to a marker color is
over a threshold, conclude that the marker is detected
and calculate centroid coordinates

If a marker is detected, coordinates of its centroid are stored
in an array with temporal order to be used in recognizing the
gesture.

4.1.2 Motion-Based Tracking

Motion is one of the building blocks of a gesture; therefore,
our system is triggered by consistent (i.e. not caused by
noise) motion, and tracks the moving object in the scene. In
this specific domain, the main object in consistent motion
is always the hand. Hence, after noise elimination phase,
the system assumes that the motion is caused by the hand
which becomes the main object of interest in the scene.

Block Matching algorithm is used for motion detection.
First of all, the scene is divided into “blocks” which are
square regions to be used for matching. Three important
parameters of this algorithm are the block size, the amount
of shift applied to the original image to explore the new im-
age, and the maximum displacement amount that we allow
a block to move between images. The result of this algo-
rithm is a group of velocity vectors starting from the center
of the original block and ending at the center of the matched
block in the next image.

Motion-based tracking system uses an attention mecha-
nism which is implemented by using a simplified version
of particle filtering algorithm. The attention mechanism has
two main purposes: eliminating the noise, and keeping track
of the hand even when the hand motion slows down which
makes the system much more stable. The particles are used
for modeling possible locations of the center of the hand in
the image; therefore, initially the particles are scattered over
the whole image region. Gesture recognition phase starts
when the confidence level on the hand position estimate ex-
ceeds a certain threshold. Therefore, in order to stimulate
the system, the user shakes his hand for a couple of frames
which causes the system to focus its attention to the cen-
troid of the moving region. This focusing mechanism can
best be explained as the attractive effect of particles having
high confidence values on the particles with relatively low
confidence values. Since the confidence value is directly
proportional to the amount of motion, which is extracted
from the magnitudes of the motion vectors provided by the
Block Matching algorithm, the region on the image having
a consistent movement attracts all the particles. Also, if
the hand movement slows down, since it takes a couple of
frames for the system to decrease the confidence value on
the hand position and distribute the particles over the whole



image again, the system can still have a good-enough esti-
mate of the hand location which is apparently much better
than totally losing the track of the hand.

Noise elimination is a part of the motion-based detection
method which is automatically provided by the core of this
approach. Since the hand is the closest object to the camera
while performing a gesture, it produces the biggest motion
vectors among all the moving objects such as the head and
the arm. However, those objects are not taken into consid-
eration since the confidence values over those regions are
relatively small compared to the confidence values over the
hand region, which is the result of the magnitude of the cor-
responding motion vectors.

Figure 2. Example tracking #1

Figure 3. Example tracking #2

4.2. Hidden Markov Modeling

In order to determine the initial topology of the HMM,
which can be fine-tuned emprically, the number of states
used for specifying a sign should be estimated. One possi-

Figure 4. Example tracking #3

bility is to use a fixed topology but train a different HMM
with different parameters for each gesture to be recognized.
Starner and Pentland [1] showed that a four state HMM
with one skip transition is sufficient for this task. A short-
coming of this approach is the inability of the system to dis-
criminate between a circle and a square, for example. An-
other possibility is to assign different topologies for each
sign; however, as the number of signs to be recognized in-
creases, this process becomes inefficient. In order to make
our system more discriminative, we used a fixed topology
with 8 states. Having more states in the topology made it
possible to discriminate between gestures having very sim-
ilar structure such as “square” and “circle”.

4.3. Gesture Recognition

Gesture recognition problem can be described as finding
a HMM among the candidates giving the highest probabil-
ity that the observed sequence is produced by that model.
Whenever the hand tracking system reports that a gesture
attempt is made, the sequence of centroid coordinates are
treated as an observation of an unknown HMM. Although
we have a single topology for all our HMMs, they differ
in the velues of transition and observation probabilities and
can be treated as separate HMMs. Therefore, we search
among the trained HMMs for the one that most likely pro-
duced the observed sequence. Once all of the HMMs are
evaluated, it is concluded that the gesture corresponding to
the one with the highest probability of producing the obser-
vation sequence is performed. An example gesture attempt
can be seen in Figure5.

In Figure5, pink pixels are the pixels classified as a part
of the marker, pink rectangle is the bounding box, and red
circles are the observed trajectory of the centroid.



Figure 5. An example gesture and its corresponding trajectory

5. Experiments and Results

Colored markers are used for the hand detection and
tracking to simplify the process and get rid of color ambi-
guity caused by the face and some similarly-colored back-
ground objects. Since the process is color and illumina-
tion dependent, the system occasionally lost the track of the
hands but the rate was around 1 frame over several hun-
dreds of frames, which is quite reasonable. Some of the
words (pants, bicycle, book, bowl, box) used in Starner and
Pentlands paper were chosen as the words to be recognized
in addition to some primitive geometric shapes such as a
triangle, square, and circle.

Using more than 4 states in the HMM representation
made it possible to discriminate between figures such as
square and circle as well as bowl and box, which are quite
similar. Examples of drawn gesture trajectories and trained
HMM transition probabilities can be seen in Figures6 and
7.

Figure 6. a) An example triangle gesture, b) Trained HMM for
triangle

The success ratio of the system using colored markers is
not quite satisfactory due to the lighting conditions and dy-
namic behavior of the environment in contrast to the most
of the experiments carried out in the examined work in liter-
ature. Lighting related noise affects the stability of the tra-
jectory which makes both the training and evaluation phases
so challenging. As a future work, we are planning to use
some filtering (for example, KALMAN filter) and combin-
ing color based segmentation with optical flow information.
The measured success ratio is nearly%70 which is a low
ratio compared to the experiments carried out in isolated
environments with strict assumptions.

Figure 7. a) An example circle gesture, b) Trained HMM for circle

In order to simplify the experiments, we tracked only one
hand with the motion-based tracking system, and used sim-
ple gestures which are primitive 2D geometric shapes such
as triangle, square, and circle. Due to the high success rate
in tracking and the simplicity of the gestures to be recog-
nized, the system was able to recognize and classify the ges-
tures correctly with a success rate of> %90 As opposed to
the colored marker-based tracking method, this method pro-
vides a color and illumination independent tracking which
makes the system much more robust and successful.

6. Discussion and Conclusion

In this paper, a vision-based real-time American Sign
Language (ASL) recognition system has been presented.
Hidden Markov Models (HMMs), which are proven to pro-
vide a good performance in speech and handwriting recog-
nition, are used as the primary tool during the recognition
process. The recognition performance can be increased
with the increasing number of training examples although
the current system has a quite satisfactory recognition per-
formance with a low error rate in case of using motion-
based tracking and simple gestures.

Currently, the colored marker-based tracking and recog-
nition system is designed for a small set of signs and the
user has to wear colored gloves. Even with colored gloves,



if the illumination is not appropriate, it is not possible tode-
tect the hand. Therefore, one of the possible extensions to
the system is to improve it in such a way to perform a robust
detection of the hand without any gloves and also without
getting mixed with the face region.

For the motion-based tracking case, the system recog-
nizes the gestures in a discrete manner; that is, it waits for
the confidence level to exceed some specific threshold value
to initiate the recognition process which may prevent it from
recognizing continuous gestures. However, this problem
can be solved by introducing a regular expression recog-
nition mechanism which can extract a sequence of correctly
performed gestures from among independent hand move-
ment. This extension is left as a future work.

In order to increase the number of gestures that can be
recognized, the system can be extended to incorporate po-
sitions of the hands relative to each respective shoulder or
some other fixed point on the body, and finger and palm
information - the number of visible fingers along the con-
tour of the hand and whether the palm is facing up or down.
Also, explicit face tracking and facial gesture information
can be added to the feature set to enrich the capability of
the system.

Hand-hand and hand-face ambiguity problems, which
are caused by the color segmentation based hand detection
approach, can be solved by tracking the hands in 3D instead
of in 2D. Another solution would be using optical flow in-
formation for masking the image. In such approach, a bi-
nary threshold is applied to the optical flow field such that
flows having a magnitude less than a certain threshold will
be set to zero and flows over that threshold would be set
to one. Then, the segmentation process executes in only
regions with flow values one. We can expect from this ap-
proach to successfully separate a face with a small move-
ment or a people passing through the background with a rel-
atively small veloticy from a foreground moving hand with
a relatively high velocity.
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